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ABSTRACT 
Background: In this thesis project we study the answers from the questionnaires given by the 
participants in the Danish Blood Donors Study. We try to find patterns in the questions that are 
not answered, why they are not answered and by whom. We then try to predict the missing 
answers based on the answers to the previous questions by using different predictive models. 
Methods: The data from the questionnaires were given in 3 different tables. We explore one table 
of them (the DBDS1 table) and we first try to clean the data. After having found some patterns on 
which questions are not usually answered we implement some machine learning methods in order 
to predict the missing answers. 
Conclusion: After our data preprocessing we managed to reduce the rate of missing answers and 
also to find some simple patterns which predict questions are not going to be answered. Our 
predictive models managed to give us some first predictions for some questions with an 
acceptable RMSE, but still they need a lot improvement.  

 

 

INTRODUCTION 
 
The Danish Blood Donor Study 

 
The Danish Blood Donor Study (DBDS) is a research project that aims to benefit both blood donors 
and Danish patients in the fight against diseases. The Danish Blood Donor Study is a national 
multicenter study and all the five blood centers in Denmark participate. Approximate more than 
110,000 blood donors are currently included in the study. Upon inclusion, a questionnaire is 
completed and a whole blood sample and a plasma sample are stored. In addition, a plasma sample is 
stored at each donation, which is why a total of more than 1 million plasma samples have been 
collected from participants. 
From participants, questionnaire data are available in many different areas (e.g. self-reported health 
(SF-12), smoking, BMI, infections, sleep, stress, allergies, etc.). More than 300,000 responses have 
been completed. In addition, the study has access to register data via Statistics Denmark, e.g. the 
Danish National Prescription Registry (lagemiddelregistret) and the Danish National Patient Registry 
(landspatientregistret). In relation to blood donation, various blood values are also measured, 
including levels of hemoglobin and iron. In collaboration with Icelandic colleagues at deCODE 
Genetics, the first 110,000 registered donors have been genotyped for more than 600,000 gene 
variants using the Illumina Global Screening Array. 
The combination of questionnaire data, registry data, biological measurements and genetics creates a 
unique research base, with ample opportunity to work with a lot of data in many different ways. [9] 
[10]  
 
 

 
Missing data in questionnaires 

 
Via questionnaires, the participants have contributed with over 300,000 answers and a number of 
blood values are measured. A challenge in large population studies is the lack of data: Can patterns be 
found in which questions are not answered? Who does not answer which questions? How well can 
one predict the answer to a question based on the answers to the other questions? 
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