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Abstract

Multiple sclerosis (MS) is a prevalent neurodegenerative disorder characterized by hetero-
geneous pathology and clinical progression. Nowadays, MS is classified into four clinical
subtypes. However, the biological basis and the underlying mechanisms that di!erentiate each
subtype remain unknown. Recent advances in neuroimaging and machine learning o!er the
potential to uncover hidden disease structures. However, it is still unclear whether Magnetic
Resonance Imaging (MRI)-derived features can meaningfully distinguish biological subtypes of
MS. In the present study, a multicohort dataset with MRI-derived data, consisiting of di!usion
and volumetric features, from three di!erent studies was used with the aim of uncovering pos-
sible MS subtypes using unsupervised machine learning. Dimensionality reduction techniques
consistently revealed clustering by cohort, especially in di!usion-derived metrics, suggesting a
strong batch e!ect rather than an underlying disease structure. Using di!erent batch correction
strategies, the cohort-specific variance was reduced, but no biological subtypes were identified.
Further association analysis revealed that disease progression features could have explained the
cohort-driven di!erences. Before batch correction, the clinical variables were mostly associ-
ated to mean di!usivity features, reflecting early pathological processes. After batch correction,
fractional anisotropy and volumetric features became more prominent, potentially indicating
later structural changes. These findings do not represent di!erent subtypes of the disease,
rather disease progression and biological patterns from the di!erent cohorts. Further, even if an
association was found between clinical and biological features, the presence of an unexplained
technical variance should not be discarded.
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